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Abstract
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)′
and an (possible) unbounded discontinuous gradient. The approach re-
lies on critical point theory for locally Lipschitz perturbations of convex,
lower semicontinuous functions. The solutions we obtain appear as either
minimizers or saddle points of the corresponding energy functional. Some
examples of applications illustrating the general results are provided.
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1 Introduction

In this paper we are concerned with differential inclusions systems of type

−Rpu ∈ ∂F (t, u), u(0) = u(T ), u′(0) = u′(T ), (1.1)

where T > 0, p ∈ (1,∞) and Rpu := (ϕp(u
′))′ with ϕp : B1 → RN given by

ϕp(y) =
|y|p−2y

(1− |y|p)1−1/p
, ∀ y ∈ B1 (1.2)

is the p-relativistic operator; here and below Bσ denotes the open ball of center
0 and radius σ in the Euclidean space RN . Notice that, as emphasized in [14],
[15], the p-relativistic operator Rp extends the relativistic acceleration operator
R2 which occurs in the dynamics of special relativity, in a manner similar to the
one in which the vector p-Laplacian extends the classical acceleration operator
u 7→ u′′. Setting

σT,p :=

(
T (p− 1)

2p− 1

)p−1

and µq :=

{
1, if 0 < q < 1;
2q−1, if q ≥ 1,

the mapping F : [0, T ]× RN → R is assumed to satisfy hypothesis:

(HF ) (i) F (·, x) : [0, T ]→ R is measurable for every x ∈ RN and F (·, 0) = 0;

(ii) F (t, ·) : RN → R is locally Lipschitz in RN for all t ∈ [0, T ];

(iii) there exist α, β ∈ L1([0, T ];R) with

‖α‖L1 <
2p

pµp−1σT,p
(1.3)

such that for all t ∈ [0, T ], x ∈ RN and ξ ∈ ∂F (t, x), it holds

|ξ| ≤ α(t)|x|p−1 + β(t),

where ∂F (t, x) stands for the generalized Clarke gradient of F (t, ·) at x ∈ RN .

A function u ∈ C1 := C1([0, T ];RN ) is said to be a solution of problem (1.1)
if ‖u′‖C < 1, ϕp(u

′) is absolutely continuous, u satisfies

−(ϕp(u
′(t)))′ ∈ ∂F (t, u(t)), for a.e. t ∈ [0, T ]

and the periodic boundary conditions. Here, ‖·‖C stands for the usual sup-norm
on C := C([0, T ];RN ).

In recent years the study of boundary value problems with singular operator
has captured a special attention. Mainly, the obtained results are concerned
with the existence and multiplicity of solutions for problems involving contin-
uous perturbations of the relativistic operator R2 and less of them deal with
discontinuous ones. In this last direction, we refer to the papers [6] and [19],
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where the existence of solutions of differential inclusions systems is derived by
means of fixed-point and topological techniques, respectively to [13] - [15], [21]
where variational approaches are employed.

If the potential F is assumed to verify (HF ) (i) together with

(H̃F ) there is some γ ∈ L1([0, T ];R) such that, for all t ∈ [0, T ] and x, y ∈ RN ,
it holds

|F (t, x)− F (t, y)| ≤ γ(t)|x− y| (1.4)

and one of the Ahmad-Lazer-Paul [1] type conditions

lim
|x|→∞

∫ T

0

F (t, x)dt = +∞ (1.5)

or

lim
|x|→∞

∫ T

0

F (t, x)dt = −∞ (1.6)

holds true, then it was shown in [15] that (1.1) has at least one solution. Notice

that condition (H̃F ) is stronger than (HF ), in the sense that (H̃F ) asks that
∂F (t, ·) to be uniformly bounded by (the same) γ ∈ L1([0, T ];R). In this view,
here the novelty is that (HF ) (iii) allows to consider problems with unbounded
generalized gradient. Specifically, the (generalized) gradient can have a (p −
1)–polynomial growth. So, in the particular classical case (when p = 2), the
gradient is allowed to have a linear growth and hence, the results obtained here
are more general than the ones in [13]. Also, we note that conditions like (HF )
(iii) occur, among others, in studies concerning differential inclusions involving
the p-Laplacian operator (see e.g. [4], [8], [10]). Thus, it is the aim of this paper
to provide weaker conditions than the ones in [15], ensuring the solvability of
system (1.1). It is worth to point out that the results we obtain here are new
even in the more ”classical” cases p = 2 and/or if F (t, ·) is of class C1 (meaning
that we have equations instead of inclusions – see Section 5).

The first result is the following

Theorem 1.1 If F : [0, T ]×RN → R satisfies (HF ) and there exists a positive
constant η such that

max
x∈RN ,|x|=η

∫ T

0

F (t, x)dt+
(σT,p)

1
p−1

2
·
(
µp−1η

p−1‖α‖L1 + ‖β‖L1

) p
p−1(

2

p
− µp−1σT,p

2p−1
‖α‖L1

) 1
p−1

< 0, (1.7)

then problem (1.1) has at least one solution.

Obviously, when α = 0, (1.6) implies condition (1.7). To prove Theorem 1.1,
we consider a modified system involving a non-singular operator, for which we
obtain the existence of a minimizer of the associated action functional and then,
we show that this actually solves problem (1.1). Here we use some ideas from
[12].

Next, if instead of (HF ) (iii), the mapping F verifies
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(HF ) there exist α1, β1 ∈ L1([0, T ];R) and r ≥ 0 such that for all t ∈ [0, T ],
x ∈ RN and ξ ∈ ∂F (t, x), it holds

|ξ| ≤ α1(t)|x|r + β1(t),

we obtain the following generalized Ahmad-Lazer-Paul type result.

Theorem 1.2 Assume that F : [0, T ] × RN → R satisfies (HF ) (i), (ii) and
(HF ). If either

lim
|x|→∞

1

|x|r

∫ T

0

F (t, x)dt = +∞ (1.8)

or

lim
|x|→∞

1

|x|r

∫ T

0

F (t, x)dt = −∞ (1.9)

holds true, then problem (1.1) has at least one solution.

Conditions like (1.8) and (1.9) are often encountered in studies concerning
second order differential systems with unbounded nonlinearities – we refer to
e.g. [5], [9], [22], [23]. Also, we note that there are functions F satisfying (1.7)
and not satisfying (1.9) as it is highlighted in Example 5.1. To prove Theorem
1.2 we use the direct method in the calculus of variations and the saddle-point
theorem in the frame of the critical point theory for locally Lipschitz perturba-
tions of convex, lower semicontinuous functionals, developed by Motreanu and
Panagiotopoulos in [17]. So, the solutions which we obtain appear either as
saddle points – if (1.8) holds true, or as minimizers – when (1.9) is fulfilled.

Before concluding this introductory part, for the convenience of the reader,
we recall some basic facts in the nonsmooth critical point theory.

Let (X, ‖·‖) be a real Banach space andX∗ its topological dual. If G : X → R
is locally Lipschitz, then the generalized directional derivative at x ∈ X in the
direction of v ∈ X is defined by

G0(x; v) = lim sup
y→x, s↘0

G(y + sv)− G(y)

s

and the generalized gradient (in the sense of Clarke [3]) of G at x ∈ X is the set

∂G(x) =
{
x∗ ∈ X∗ : G0(x; v) ≥ 〈x∗, v〉, ∀ v ∈ X

}
,

where 〈·, ·〉 stands for the duality pairing between X∗ and X.

Now, if J : X → (−∞,+∞] is a functional having the structure

J = Φ + G, (1.10)

with G : X → R locally Lipschitz and Φ : X → (−∞,+∞] proper, convex and
lower semicontinuous, then an element x ∈ X is said to be a critical point of J
if the inequality

G0(x; v − x) + Φ(v)− Φ(x) ≥ 0
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holds true for all v ∈ X. The number c = J(x) is called a critical value of J
corresponding to the critical point x. One has that x ∈ X is a critical point
of J iff 0 ∈ ∂G(x) + ∂Φ(x), where the set ∂Φ(x) is the subdifferential of Φ at
x in the sense of convex analysis [20] (see e.g. [18, Remark 2.2]). The reader
will emphasize that the above definition of a critical point of J coincides with
the one for a locally Lipschitz function in [2] provided that additionally Φ in
(1.10) is of class C1. This means that we could employ the theory in [2] in
this situation, and this is the case when dealing with the proof of Theorem 1.1.
However, the whole generality of the theory developed in [17] is exploited to
prove Theorem 1.2. So, the reason for choosing this framework is motivated by
its unifying feature.

We say that (xn) ⊂ X is a (PS) sequence for J in (1.10) provided that
(J(xn)) is bounded and

G0(xn; v − xn) + Φ(v)− Φ(xn) ≥ −εn‖v − xn‖, ∀ v ∈ X,

for a sequence (εn) ⊂ R+ with εn → 0. The functional J is said to satisfy
the Palais-Smale condition (in short, (PS) condition) if every (PS) sequence
possesses a convergent subsequence.

Theorem 1.3 (see [17, Corollary 3.3]) Suppose that X = X1⊕X2, with dimX1 <
∞ and there exists ρ > 0 such that

inf
X2

J > sup
∂Bρ∩X1

J. (1.11)

If J satisfies the (PS) condition, then J possesses a critical value c ≥ infX2 J
given by

c = inf
γ∈Γ

sup
u∈D

J(γ(u)),

where D = Bρ ∩X1 and Γ =
{
γ ∈ C(D,X) : γ|∂Bρ∩X1

= id
}

.

2 A non-singular system

Having in view (1.1), we construct a system with a non-singular operator, using
an idea introduced in [12] for p = 2 (also see [13, 14]), which consists in a
suitable cutting of the singular homeomorphism ϕp in (1.2). With this aim, let
R ∈ (0, 1) be arbitrarily chosen such that

cR,p :=
Rp−1

(1−Rp)1−1/p
>
√
N‖β‖L1 (2.1)

and let the homeomorphism ψp : RN → RN be given by

ψp(y) =
|y|p−2y

(1−min{|y|p, Rp})1−1/p

(
y ∈ RN

)
.
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We define Ψp : RN → R by

Ψp(y) = 1− (p− 1)(1−min{|y|p, Rp}) + 1− |y|p

p(1−min{|y|p, Rp})1−1/p

(
y ∈ RN

)
.

Straightforward computations show that ψp = ∇Ψp on RN and

Ψp(y) ≥ 1

p
|y|p

(
y ∈ RN

)
. (2.2)

Now, we consider the problem

−(ψp(u
′))′ ∈ ∂F (t, u), u(0) = u(T ), u′(0) = u′(T ), (2.3)

where F fulfils condition (HF ).

By a solution of problem (2.3) we understand a function u ∈ C1 with ψp(u
′)

absolutely continuous, which satisfies

−(ψp(u
′(t)))′ ∈ ∂F (t, u(t)), for a.e. t ∈ [0, T ]

and the periodic boundary conditions.

Proposition 2.1 Assume (HF ). If u ∈ C1 is a solution of problem (2.3) and

‖u‖C ≤
(
pµp−1σT,p

2p
√
N

(
cR,p −

√
N‖β‖L1

)) 1
p−1

, (2.4)

then u solves (1.1).

Proof. Let u = (u1, ..., uN ) ∈ C1 be a solution of (2.3) which satisfies (2.4).
One has

−(ψp(u
′))′ = v, (2.5)

with v(t) ∈ ∂F (t, u(t)) for a.e. t ∈ [0, T ]. If |u′| ≤ R on [0, T ], clearly ϕp(u
′) =

ψp(u
′) and the proof is complete. If we suppose that there exists t0 ∈ [0, T ]

with |u′(t0)| > R, then we get a contradiction. Indeed, because u is such that
u(0) = u(T ), there exist ξi ∈ [0, T ] with u′i(ξi) = 0 for all i = 1, . . . , N . It
follows∫ t0

ξi

(ψpi(u
′(τ))′dτ = ψpi(u

′(t0))

− ψpi
(
u′1(ξi), . . . , u

′
i−1(ξi), 0, u

′
i+1(ξi), . . . , u

′
N (ξi)

)
= ψpi(u

′(t0)) =
|u′(t0)|p−2u′i(t0)

(1−Rp)1−1/p
. (2.6)
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Then, integrating (2.5) componentwise, between ξi and t0, taking the absolute
value and using (2.6) and (HF ) (iii), we obtain

|u′(t0)|p−2|u′i(t0)|
(1−Rp)1−1/p

=

∣∣∣∣∫ t0

ξi

vi(τ)dτ

∣∣∣∣ ≤ ∫ T

0

|v(τ)|dτ

≤
∫ T

0

[α(τ)|u(τ)|p−1 + β(τ)]dτ

≤ ‖α‖L1‖u‖p−1
C + ‖β‖L1 ≤

2p‖u‖p−1
C

pµp−1σT,p
+ ‖β‖L1

for i = 1, N . This gives

cR,p <
|u′(t0)|p−1

(1−Rp)1−1/p
≤
√
N

(
2p‖u‖p−1

C

pµp−1σT,p
+ ‖β‖L1

)
,

which contradicts (2.4).

Next, assuming hypothesis (HF ), a variational approach is introduced for
problem (2.3). In this view, the space

W 1,p
T :=

{
u ∈W 1,p([0, T ];RN ) : u(0) = u(T )

}
,

will be considered with the norm

‖u‖W 1,p
T

= (‖u‖pLp + ‖u′‖pLp)
1/p

.

Hereafter, if u ∈ L1([0, T ];RN ) we write u = u+ ũ, with

u :=
1

T

∫ T

0

u(t) dt

and we note the inequality [16, p. 385] (also see [24]):

‖ũ‖C ≤
(σT,p)

1/p

2
‖u′‖Lp , ∀ u ∈W 1,p

T . (2.7)

Next, we define the functional IΨ : W 1,p
T → R by

IΨ(u) =

∫ T

0

Ψp(u
′)dt (u ∈W 1,p

T ). (2.8)

Standard arguments show that the convex function IΨ is of class C1 on W 1,p
T

and

〈I ′Ψ(u), v〉 =

∫ T

0

(ψp(u
′)|v′)dt (u, v ∈W 1,p

T ), (2.9)
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where (·|·) is the usual scalar product in the Euclidean space RN . Then, on
account of (HF ), we can define the locally Lipschitz function F : C → R by

F(u) = −
∫ T

0

F (t, u)dt (u ∈ C) (2.10)

and taking into account the embedding W 1,p
T

i
↪→ C, we introduce the functional

IF := F|W 1,p
T

= F ◦ i (2.11)

which is still locally Lipschitz on W 1,p
T .

Proposition 2.2 Assume that F : [0, T ] × RN → R satisfies (HF ). If u ∈
W 1,p
T and ` ∈ ∂IF (u) then there is some u` ∈ L1([0, T ];RN ) such that u`(t) ∈

∂F (t, u(t)) for a.e. t ∈ [0, T ] and

〈`, v〉 = −
∫ T

0

(u`|v)dt, ∀ v ∈W 1,p
T . (2.12)

Proof. First, by the chain rule [3, Theorem 2.3.10] we have

∂IF (u) ⊂ ∂F(u), ∀ u ∈W 1,p
T . (2.13)

Also, for ρ > 0, x, y ∈ Bρ and t ∈ [0, T ], from Lebourg’s mean value theorem
[3, Proposition 2.3.7], there exist τ ∈ (0, 1) and z∗ ∈ ∂F (t, τx+ (1− τ)y) such
that

|F (t, y)− F (t, x)| ≤ |z∗||y − x|.
Using hypothesis (HF ) (iii) and the elementary inequality

|x+ y|q ≤ µq(|x|q + |y|q) (x, y ∈ RN , q > 0), (2.14)

one gets

|F (t, y)− F (t, x)| ≤
(
α(t)|τx+ (1− τ)y|p−1 + β(t)

)
|y − x|

≤
(
µp−1α(t)(|x|p−1 + |y|p−1) + β(t)

)
|y − x|

≤
(
2µp−1α(t)ρp−1 + β(t)

)
|y − x|

= γρ(t)|y − x|, (2.15)

where we have denoted by γρ the L1-function γρ(t) := 2µp−1α(t)ρp−1 + β(t).

Then, by virtue of (2.13) and (2.15), the proof follows exactly by the same
arguments as in the proof of Proposition 5.3 in [11].

Next, with IΨ in (2.8) and IF given by (2.11), we introduce the action
functional associated to (2.3) by

I(u) := IΨ(u) + IF (u) (u ∈W 1,p
T ). (2.16)

It is worth to point out that I depends on R ∈ (0, 1) satisfying (2.1). Clearly,
from (2.9) we have that

I0(u; v) =

∫ T

0

(ψp(u
′)|v′)dt+ I0

F (u; v), ∀ u, v ∈W 1,p
T . (2.17)

8



Proposition 2.3 If hypothesis (HF ) holds true and u ∈W 1,p
T is a critical point

of I, then u ∈ C1 and is a solution of problem (2.3).

Proof. This relies on (2.17) and Proposition 2.2 and follows exactly the outline
of the proof of [13, Proposition 3.3].

For η > 0, we set
Kη := {u ∈W 1,p

T : |u| ≤ η}. (2.18)

Lemma 2.1 Assume that (HF ) holds true and let η > 0. If R satisfies (2.1)
together with

η +
1

2

σT,p
(
µp−1η

p−1‖α‖L1 + ‖β‖L1

)
2

p
− µp−1σT,p

2p−1
‖α‖L1


1
p−1

≤

(
pµp−1σT,p

2p
√
N

(
cR,p −

√
N‖β‖L1

)) 1
p−1

(2.19)

then each minimizer u ∈ Kη of I on Kη necessarily satisfies (2.4).

Proof. Since I(u) ≤ I(u), from (2.2), one has

1

p
‖u′‖pLp ≤

∫ T

0

Ψp(u
′)dt ≤

∫ T

0

[F (t, u)− F (t, u)]dt. (2.20)

From Lebourg’s mean value theorem, there exist τ ∈ (0, 1) and z∗(t) ∈ ∂F (t, u+
τ ũ(t)) such that

|F (t, u(t))− F (t, u)| ≤ |z∗(t)||ũ(t)| (t ∈ [0, T ])

and by virtue of (HF ) (iii), (2.14) and (2.7) we infer∣∣∣∣∣
∫ T

0

[F (t, u)− F (t, u)]dt

∣∣∣∣∣ ≤
∫ T

0

(
α(t)|u+ τ ũ(t)|p−1 + β(t)

)
|ũ(t)|dt

≤
∫ T

0

(
µp−1α(t)(|ũ(t)|p + |u|p−1|ũ(t)|) + β(t)|ũ(t)|

)
dt

≤ µp−1‖α‖L1‖ũ‖pC + ‖ũ‖C
(
µp−1η

p−1‖α‖L1 + ‖β‖L1

)
≤ (σT,p)

1/p

2
‖u′‖Lp

(
µp−1η

p−1‖α‖L1 + ‖β‖L1

)
+
µp−1σT,p

2p
‖α‖L1‖u′‖pLp . (2.21)

This and (2.20) yield

‖u′‖Lp ≤ (σT,p)
1

p(p−1)

µp−1η
p−1‖α‖L1 + ‖β‖L1

2

p
− µp−1σT,p

2p−1
‖α‖L1


1
p−1

. (2.22)
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On the other hand, using again (2.7), we have

|u(t)| ≤ |u|+ |ũ(t)| ≤ η + ‖ũ‖C ≤ η +
(σT,p)

1/p

2
‖u′‖Lp (2.23)

and hence, on account of (2.22) and (2.19), we obtain that u satisfies (2.4).

3 Proof of Theorem 1.1

Let η > 0 be so that (1.7) holds true. We pick R ∈ (0, 1) such that (2.1) and
(2.19) are satisfied and consider Kη as in (2.18). We will show that I in (2.16)
has a minimizer in Kη which is not a boundary point. Then, the conclusion
follows from Lemma 2.1, Propositions 2.3 and 2.1.

Similarly to (2.21), using (2.2), Lebourg’s theorem, (HF ) (iii), inequalities
(2.14) and (2.7), we estimate I as follows:

I(v) =

∫ T

0

Ψp(v
′)dt−

∫ T

0

F (t, v)dt

≥ 1

p
‖v′‖pLp −

∫ T

0

[F (t, v)− F (t, v)]dt−
∫ T

0

F (t, v)dt

≥ 1

p
‖v′‖pLp −

∫ T

0

(
µp−1α(t)(|ṽ(t)|p + |v|p−1|ṽ(t)|) + β(t)|ṽ(t)|

)
dt

−
∫ T

0

F (t, v)dt ≥ 1

p
‖v′‖pLp −

∫ T

0

F (t, v)dt

−µp−1‖α‖L1‖ṽ‖pC − ‖ṽ‖C
(
µp−1|v|p−1‖α‖L1 + ‖β‖L1

)
≥ 1

2

(
2

p
− µp−1σT,p

2p−1
‖α‖L1

)
‖v′‖pLp −

∫ T

0

F (t, v)dt

− (σT,p)
1/p

2

(
µp−1|v|p−1‖α‖L1 + ‖β‖L1

)
‖v′‖Lp (v ∈W 1,p

T ). (3.1)

Hence, since
∫ T

0
F (t, v)dt is bounded on Kη, one has that I is bounded from

below on Kη. We set
ζ := inf

v∈Kη
I(v) (3.2)

and let (vk) be a minimizing sequence in Kη with

I(vk)→ ζ as k →∞.

By virtue of (3.1), we get that (ṽ′k) is bounded in Lp([0, T ];RN ) and hence we

infer that (vk) is bounded in W 1,p
T , which implies that there exists a subsequence

of (vk), still denoted by (vk), which weakly converges to some u ∈ W 1,p
T . Since

Kη is a convex closed subset of W 1,p
T , one has that u ∈ Kη.
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On account of the compactness of the embedding W 1,p
T ⊂ C and of the con-

tinuity of F on C, the functional IF is sequentially weakly continuous on W 1,p
T .

Then, since the C1 functional IΨ is convex, it is weakly lower semicontinuous.
Hence, we deduce that I is sequentially weakly lower semicontinuous and so,
one gets

ζ = lim
k→∞

I(vk) ≥ I(u) ≥ ζ,

showing that ζ = I(u). So, u is a minimum point of I in Kη.

Next, if we suppose by contradiction that u ∈ ∂Kη, then |u| = η and from
(2.22) and (1.7), we get (see (3.1)):

I(u) ≥ − (σT,p)
1/p

2

(
µp−1η

p−1‖α‖L1 + ‖β‖L1

)
‖u′‖Lp −

∫ T

0

F (t, u)dt

≥ − (σT,p)
1
p−1

2
·
(
µp−1η

p−1‖α‖L1 + ‖β‖L1

) p
p−1(

2

p
− µp−1σT,p

2p−1
‖α‖L1

) 1
p−1

− max
x∈RN ,|x|=η

∫ T

0

F (t, x)dt > 0.

Thus, we obtain I(u) > 0 = I(0) ≥ I(u), a contradiction. Hence, u 6∈ ∂Kη and
the proof is complete.

4 Proof of Theorem 1.2

First, assuming hypotheses (HF ) (i), (ii) and (HF ), a variational approach is di-
rectly introduced for problem (1.1). With this aim, let L∞ := L∞([0, T ];RN ) be
considered with the usual norm ‖ · ‖∞ and W 1,∞ := W 1,∞([0, T ];RN ) endowed
with the norm

‖u‖W 1,∞ = ‖u‖∞ + ‖u′‖∞ (u ∈W 1,∞).

Setting
K :=

{
u ∈W 1,∞ : ‖u′‖∞ ≤ 1, u(0) = u(T )

}
,

let Φ : C → (−∞,+∞] be defined by

Φ(u) =


∫ T

0

[1− (1− |u′|p)1/p], if u ∈ K,

+∞, otherwise.

One has that Φ is proper, convex and lower semicontinuous (see [15]). Next, with
the locally Lipschitz function F given in (2.10), the energy functional associated
to (1.1) will be

J := Φ + F ,
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which has the structure from (1.10). Also, for ρ > 0, x, y ∈ Bρ and t ∈ [0, T ],
one obtains (see (2.15))

|F (t, y)− F (t, x)| ≤ γ̃ρ(t)|y − x|, (4.1)

where we have denoted by γ̃ρ the L1-function γ̃ρ(t) := 2µrα1(t)ρr + β1(t) if
r > 0, respectively γ̃ρ(t) := α1(t) + β1(t) for r = 0. Then, on account of (4.1),
we have the following

Proposition 4.1 (see [15, Proposition 4.1]) If u is a critical point of J , then
u is a solution of problem (1.1).

If u ∈W 1,∞, then each component ũi vanishes at some ξi ∈ [0, T ] (i = 1, N)
and hence

|ũi(t)| = |ũi(t)− ũi(ξi)| ≤
∫ T

0

|u′i(τ)| dτ ≤ T‖u′‖∞ (i = 1, N),

so, one has that
‖ũ‖∞ ≤ T

√
N ‖u′‖∞.

Thus,
‖ũ‖∞ ≤ T

√
N, (4.2)

for all u ∈ K. Also, for θ > 0, we put

Kθ := {u ∈ K : |u| ≤ θ} .

Lemma 4.1 (see [15, Lemma 4.1]) Assume that there is some θ > 0 such that

inf
Kθ
J = inf

K
J . (4.3)

Then J is bounded from below on C and attains its infimum at some u ∈ Kθ,
which solves problem (1.1).

Proof of Theorem 1.2. Since if r = 0 condition (1.4) in hypothesis (H̃F ) is
fulfilled with γ = α1 + β1, the result is obtained in [15], we have to treat the
remaining case when r > 0.

Assume first that (1.9) holds true. For arbitrary u ∈ K, using (HF ) with
r > 0, Lebourg’s theorem and (4.2), together with (2.14), one has∣∣∣∣∣

∫ T

0

[F (t, u)− F (t, u)]dt

∣∣∣∣∣ ≤
∫ T

0

(µrα1(t)(|ũ(t)|r + |u|r) + β1(t)) |ũ(t)|dt

≤ µr‖α1‖L1‖ũ‖r+1
∞ + ‖ũ‖∞ (µr|u|r‖α1‖L1 + ‖β1‖L1)

≤ µr(T
√
N)r+1‖α1‖L1 + T

√
N‖β1‖L1 + µrT

√
N‖α1‖L1 |u|r. (4.4)
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Then, by the definition of Φ, we estimate J as follows

J (u) ≥−
∫ T

0

F (t, u)dt−
∫ T

0

[F (t, u)− F (t, u)]dt ≥ −
∫ T

0

F (t, u)dt

− µrT
√
N‖α1‖L1 |u|r − µr(T

√
N)r+1‖α1‖L1 − T

√
N‖β1‖L1 .

By virtue of (1.9) we can find θ > 0 such that J (u) > 0 provided that |u| > θ.
As J (0) = 0 (see (HF ) (i)), we have that (4.3) is fulfilled and the conclusion
follows from Lemma 4.1.

In the second case – when (1.8) holds true, we apply Theorem 1.3. First,
notice that if v = c ∈ RN is a constant function, from (1.8), one has

J (c) = −
∫ T

0

F (t, c)dt→ −∞, as |c| → ∞. (4.5)

Splitting C = RN ⊕ C̃, with C̃ := {u ∈ C : u = 0}, using again the definition
of Φ, hypothesis (HF ), Lebourg’s theorem and (4.2), one obtains

J (u) ≥ −
∫ T

0

F (t, ũ)dt ≥ −(T
√
N)r+1‖α1‖L1 − T

√
N‖β1‖L1 , (4.6)

for all u ∈ K ∩ C̃. So, from (4.5) and (4.6), condition (1.11) in Theorem 1.3 is
fulfilled. It remains to show that J satisfies the (PS) condition. Let (un) ⊂ K
be a (PS) sequence. Since (J (un)) is bounded and Φ is bounded in K, using
(4.4) with un instead of u, from

J (un) = Φ(un)−
∫ T

0

F (t, un)dt−
∫ T

0

[F (t, un)− F (t, un)]dt

it follows that there exists a constant k ∈ R such that∫ T

0

F (t, un)dt− µrT
√
N‖α1‖L1 |un|r ≤ k.

Then, by (1.8), the sequence (un) is bounded. Using now (4.2) we obtain

‖un‖W 1,∞ ≤ |un|+ T
√
N + 1,

showing that (un) is bounded in W 1,∞ and on account of the compactness of the
embedding W 1,∞ ⊂ C we have that (un) has a convergent subsequence in C.
Consequently, J satisfies the (PS) condition and the proof is then accomplished
by virtue of Theorem 1.3 and Proposition 4.1.

5 Some corollaries and examples

First, notice that if instead of hypothesis (HF ) (iii) in Theorem 1.1 the mapping
F is asked to satisfy (HF ) with r ∈ [0, p − 1) and α1 verifying (1.3), then this
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still remain applicable, with α(t) = α1(t) and β(t) = α1(t) + β1(t). Indeed, for
all t ∈ [0, T ], we get

α1(t)|x|r ≤ α1(t)|x|p−1, ∀ x ∈ RN , |x| > 1.

On the other hand, one has

α1(t)|x|r ≤ α1(t), ∀ x ∈ RN , |x| ≤ 1

and hence
α1(t)|x|r ≤ α1(t)|x|p−1 + α1(t), ∀ x ∈ RN .

Therefore, (HF ) (iii) holds with α(t) = α1(t) and β(t) = α1(t) + β1(t).

Corollary 5.1 Assume that (HF ) (i) is satisfied and there exists a positive
constant η such that (1.7) holds true. If, in addition, F verifies

(ĤF ) (i) F (t, ·) : RN → R is of class C1 on RN for a.e. t ∈ [0, T ];

(ii) there exist α, β ∈ L1([0, T ];R) with α satisfying (1.3) and such that
for all t ∈ [0, T ] and x ∈ RN , it holds |∇xF (t, x)| ≤ α(t)|x|p−1 +β(t),

then the differential system

−Rpu = ∇uF (t, u), u(0) = u(T ), u′(0) = u′(T ) (5.1)

has as least one solution.

Proof. On account of (ĤF ) (i), one has that ∂F (t, x) = {∇xF (t, x)} for a.e.
t ∈ [0, T ] and all x ∈ RN . Then, the conclusion follows from Theorem 1.1.

Corollary 5.2 Assume (HF ) (i), (ĤF ) (i) and

(ĤF ) there exist α1, β1 ∈ L1([0, T ];R) and r ≥ 0 such that for all t ∈ [0, T ] and
x ∈ RN , it holds |∇xF (t, x)| ≤ α1(t)|x|r + β1(t).

If either (1.8) or (1.9) holds true, then (5.1) has as least one solution.

For the reader convenience we highlight below the results in Theorem 1.1
and Corollary 5.1 in the particular case when p = 2.

Corollary 5.3 Assume that F : [0, T ]× RN → R satisfies (HF ) (i), (ii) and

there exist α, β ∈ L1([0, T ];R) with ‖α‖L1 < 6/T so that for all t ∈ [0, T ],
x ∈ RN and ξ ∈ ∂F (t, x), it holds |ξ| ≤ α(t)|x|+ β(t).

If there exists η > 0 such that

max
x∈RN ,|x|=η

∫ T

0

F (t, x)dt+
T (η‖α‖L1 + ‖β‖L1)

2

6− T‖α‖L1

< 0, (5.2)

then

−

(
u′√

1− |u′|2

)′
∈ ∂F (t, u), u(0) = u(T ), u′(0) = u′(T ),

has at least one solution.
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Corollary 5.4 Assume (HF ) (i) and (ĤF ) (i). If there exists η a positive
constant such that (5.2) holds true and F verifies

there exist α, β ∈ L1([0, T ];R) with ‖α‖L1 < 6/T such that for all t ∈ [0, T ]
and x ∈ RN , it holds |∇xF (t, x)| ≤ α(t)|x|+ β(t),

then system

−

(
u′√

1− |u′|2

)′
= ∇uF (t, u), u(0) = u(T ), u′(0) = u′(T )

has as least one solution.

Next, we give some examples of applications of the above results to the ex-
istence of Filippov type periodic solutions [7] for differential inclusions. For
simplicity we restrict ourselves to the following one-dimensional (N = 1) dis-
continuous boundary value problem:

−Rpu ∈ [f(u), f(u)], u(0)− u(T ) = 0 = u′(0)− u′(T ), (5.3)

where f ∈ L∞loc(R;R) and for x ∈ R, as usual, we have denoted

f(x) = lim
δ↘0

essinf{f(y) : |x− y| < δ}

and
f(x) = lim

δ↘0
esssup{f(y) : |x− y| < δ}.

Setting

F1(x) =

∫ x

0

f(τ)dτ, (x ∈ R),

one has (see e.g., [17, Proposition 1.7]):

∂F1(x) = [f(x), f(x)], ∀ x ∈ R. (5.4)

Example 5.1 Problem (5.3) with T = 1, p = 2 and

f(x) =


1

4

(
−3

2
+ x cos

(
1

x

)
+

1

2
sin

(
1

x

))
, x > 0,

1

4

(
−1

2
− sinx− x cosx

)
, x < 0

has at least one solution. Indeed, one has

F1(x) =


1

4

(
−3x

2
+
x2

2
cos

(
1

x

))
, x > 0,

1

4

(
−x

2
− x sinx

)
, x ≤ 0

15



and, on account of (5.4) (also see [2, Example 2])

[f(x), f(x)] = ∂F1(x) =


{f(x)} , x 6= 0,[
−1

2
,−1

8

]
, x = 0.

Then, α ≡ 1/4 (< 6 = 6/T ), β ≡ 1/2 and taking η = π/2, one gets

• ξ :=
T (η‖α‖L1 + ‖β‖L1)

2

6− T‖α‖L1

=
4

23

(
π

8
+

1

2

)2

∼= 0, 13859;

• F1 (η) = −3π

16
+
π2

32
cos

(
2

π

)
∼= −0, 34104;

• F1 (−η) = − π

16
∼= −0, 19634.

Thus
max
|x|=η

F1(x) + ξ ∼= −0, 05775 < 0

and (5.2) holds true. Hence, the result follows from Corollary 5.3 with F (t, x) =
F1(x). We point out that F here does not satisfy (1.9) (r = 1) and so we cannot
apply Theorem 1.2.

For the next example we consider problem (5.3) depending on a positive
parameter λ, i.e.,

−Rpu ∈ λ[f(u), f(u)], u(0)− u(T ) = 0 = u′(0)− u′(T ). (5.5)

Example 5.2 For all λ > 0, problem (5.5) with T = 1, p = 4 and

f(x) =


−1− x3, x > 0,

− 1

16
− x3, x < 0

is solvable. Here, one has

F1(x) =


−x− x4

4
, x ≥ 0,

− x

16
− x4

4
, x < 0

and by virtue of (5.4),

[f(x), f(x)] = ∂F1(x) =


{f(x)} , x 6= 0,[
−1,− 1

16

]
, x = 0.
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Then, for all positive λ, condition (1.9) is fulfilled (r = 3) and so we can apply
Theorem 1.2 with F (t, x) = λF1(x). Also, as α = β ≡ λ, taking η = 1 in (5.2),
one gets

max
x∈RN ,|x|=1

λF1(x)+
(σ1,4)

1
3 (µ3‖α‖L1 + ‖β‖L1)

4
3

2

(
1

2
− µ3σ1,4

8
‖α‖L1

) 1
3

= λ

5 · 343
2
3 (135λ)

1
3

686
(

1
2 −

27λ
686

) 1
3

− 3

16

 .

Hence, for sufficiently small λ, conditions (1.3) and (5.2) hold true and in this
case we can use also Theorem 1.1 to obtain the solvability of problem (5.5). We
point out that if we take a large λ (for example ≥ 343/27 = 2/(µ3σ1,4)), then
we cannot apply Theorem 1.1 because α does not verify (1.3).

We conclude by an example when condition (1.8) is fulfilled.

Example 5.3 Let T > 0, p > 1, q > 2 and F : [0, T ]× R2 → R given by

F (t, x) =

(
2T

3
− t
)
|x|q

q
+ |x1|+ (e(t)|x) (t ∈ [0, T ], x = (x1, x2) ∈ R2),

where e = (e1, e2) ∈ L1([0, T ];R2). Denoting

hi(t, x) :=

(
2T

3
− t
)
|x|q−2xi + ei(t) (i = 1, 2)

one has

∂F (t, x) =


{(h1(t, x) + 1, h2(t, x))} , x1 > 0,

(h1(t, x) + [−1, 1], h2(t, x)) , x1 = 0,

{(h1(t, x)− 1, h2(t, x))} , x1 < 0.

From Theorem 1.2, the two dimensional system (u = (u1, u2))

−
(

|u′|p−2u′1
(1− |u′|p)1−1/p

)′
∈


{h1(t, u) + 1} , u1(t) > 0,

h1(t, u) + [−1, 1], u1(t) = 0,

{h1(t, u)− 1} , u1(t) < 0,

−
(

|u′|p−2u′2
(1− |u′|p)1−1/p

)′
= h2(t, u),

u(0) = u(T ), u′(0) = u′(T )

has at least one solution because (1.8) holds true with r = q − 1.
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